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Abstract

Although machine translation systems like
Google Translate have made great strides,
there are still concerns about their use for
medical translation. Medical experts,
researchers, and end-users doubt that Google
Translate could pose serious risks, as it may
distort the original meaning or omit vital
information. This study argues that Google
Translate should not be perceived as risky,
mainly when translating package inserts from
English into Arabic, as one example of
medical texts. This argument stems from a
quantitative-qualitative analysis of Google
Translate’s translation performance, utilizing
a corpus of 50 package inserts obtained from
the Saudi Food and Drug Authority with their
official Arabic translations. The quantitative
analysis employed statistical measures to
compare Google Translate’s output to the
official translations, assess post-editing
effort, validate whether end-users can
distinguish between Google Translate’s
output and official translations, and describe
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the accuracy and fluency error distribution.
Simultaneously, the qualitative analysis
involved a manual inspection of a random
sample of 760 sentence pairs, employing
Tezcan et al’s (2018) taxonomy of
translation errors to identify and categorize
errors as accuracy-related or fluency-related.
The results revealed significant differences
between Google Translate’s output and the
official  translations, although  these
disparities were predominantly attributed to
stylistic variations rather than errors. The
results also showed that end-users were
mostly unable to discern between Google
Translate's output and the official
translations. Moreover, only 165 out of the
760 sentences contained errors, with the
majority being fluency-related rather than
accuracy-related. Google Translate’s output,
evaluated in this study, was generated in
November 2023.

Keywords:  English-Arabic  translation,
Google Translate, machine translation,
medical translation, package inserts
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1. Introduction

Despite the considerable strides in
machine translation, particularly with the
advent of neural machine translation around
2016, there remains substantial skepticism
surrounding the use of machine translation
within the medical domain. Naeem Nazem, a
medical advisor to the Medical and Dental
Defense Union of Scotland, emphasized the
potential risks, stating, “In usual clinical
practice, the use of computer translations,
when validated alternatives are available, is
likely to heighten the risks to patient safety.
This leaves doctors susceptible to criticism
and, potentially, regulatory action or
litigation in the event of an adverse
outcome... the risk of error is significant” (as
cited in Moberly, 2018, p.1).

Illustrating the risks, Khoong et al.
(2019) demonstrated that using Google
Translate to translate emergency department
discharge instructions from English into
Chinese and Spanish resulted in inaccurate
and potentially life-threatening translations.
For example, the instruction “Hold the
kidney medicine until you have a chance to
speak with your kidney doctor” was
translated into Chinese as “Keep taking
kidney medicine until you talk to your kidney
doctor” and into Spanish as “Keep the
medication for the kidney until you have the
chance to talk with your kidney doctor”
(Khoong et al., 2019, p. 581). In another
study, Das et al. (2019) assessed the accuracy
of Google Translate in translating
anticipatory guidance material provided to
parents in English (i.e., proactive advice on a
child’s health and development) into 20
languages, including  Arabic. Human
evaluators rated the accuracy of Google
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Translate’s output on a scale from 1 to 5,
where 1 was the lowest and 5 was the highest.
The Arabic translations received an average
rating of 3.03, categorized by the researchers
as deficient, signifying that “the translation
contained errors that slightly obscured or
changed the meaning” (Das et al., 2019, p.
247).

Not only do medical experts and
researchers such as Das et al. (2019) and
Khoong et al. (2019) advise against relying
on Google Translate for medical translation,
but  end-users, including translation
professionals and the general public, also
harbor skepticism regarding its accuracy.
Using Google Forms, | conducted two
surveys to learn about the attitudes of Arabic
speakers toward Google Translate in the
context of medical translation. In the first
survey, 124 professional English/Arabic
translators participated. Regarding their work
experience, the distribution was as follows:
55 participants (49.1%) possessed 5+ years of
experience, 30 participants (26.8%) had 3-5
years of experience, and 27 participants
(24.1%) had 1-2 years of experience. Across
these experience tiers, 111 participants
(99.1%) agreed they would not trust using
Google Translate for medical translation
without full post-editing. This entails
checking terminology against approved
terminological resources, cross-referencing
translations with other resources, making
syntactic modifications in accordance with
practices for the target language, ensuring
stylistic fluency, and applying correct
formatting and tagging, among other
considerations. Moreover, 104 participants
(92.9%) lacked trust in using Google
Translate for even non-medical translation
without thorough post-editing.
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In the second survey, 214 native
speakers of Arabic without prior translation
experience and with variant levels of English
proficiency participated. Out of those
participants, 94 (69.1%) said that they tried
using Google Translate to translate English
package inserts (i.e., the documents included
in the packages of each medication to provide
information about that drug and its use, also
known as patient information leaflets). Out of
those 94 participants, 71 (75.5%) found
Google Translate’s output acceptable, with
some unclear words and sentences that they
managed to overlook and understand the
overall meaning, and 21 (22.3%) found the
output to be barely understandable.
Furthermore, 117 (86%) participants
indicated that they prefer human translation
to Google Translate, and they would prefer
asking a doctor, a nurse, or a pharmacist, if
available, for the translation instead of using
Google Translate.

The warnings of the medical experts
in Moberly (2018) and even the results of Das
et al. (2019) and Khoong et al. (2019) date
back five to six years. Machine translation
systems are updated regularly as more and
more data become available. Furthermore,
Das et al. (2019) and Khoong et al. (2019)
used back translation to evaluate Google
Translate’s output, which is a problematic
method. Back translation, or reverse
translation, is where content is translated
back to its original language and compared to
the source text. Behr (2017) and Colina et al.
(2017) argued that while back translation can
uncover problems, it causes several false
alarms, and even more importantly, many
issues remain hidden.

In this study, | evaluated Google
Translate’s output for translating English
package inserts into Arabic using a corpus of
50 English package inserts collected from the
Saudi Food and Drug Authority (SFDA) and
their official translations. Google Translate’s
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output, evaluated in this study, was generated
in November 2023. Furthermore, | used a
mixed-methods approach, working directly
on Arabic translations; back translation was
not involved in the evaluation. The questions
this study investigated were:

1. How far does Google Translate’s output
align with the official translations?

2. How much post-editing effort is
anticipated to transform  Google
Translate’s output into a replica of the
official translations?

3. Do the variances between Google
Translate’s output and the official
translations signify errors, or are they
stylistic differences?

4. In the case of errors, which category
predominates: accuracy errors or fluency
errors?

2. Literature Review

Zappatore and Ruggieri (2024)
conducted a systematic review of research on
using machine translation in the medical
domain. They analyzed 58 articles from
various journals and conference proceedings.
The studies focused on English-to-Spanish
and English-to-Chinese translation. The
researchers from the reviewed papers found
that medical professionals and patients had
concerns about the accuracy of machine
translation systems. However, experiments
about the quality of machine translation
systems for the medical domain run in those
papers showed that the issues in fluency,
accuracy, unnatural translations, and domain
adequacy could be easily addressed via two
main strategies. Firstly, training machine
translation systems on more domain-specific
(i.e., medical) data, as a properly prepared
training dataset, ensures a substantial
performance enhancement; secondly,
combining machine translation with in-
domain human post-editing. Therefore,
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Zappatore and Ruggieri (2024) concluded
that machine translation should be used in
healthcare, especially when  human
translators are unavailable.

A few researchers investigated
English-to-Arabic machine translation within
the medical domain. However, some
researchers exhibited bias against machine
translation  systems  without  offering
sufficient  justification. For instance,
Almahasees et al. (2021) assessed Google
Translate’s performance in translating
COVID-19 documents acquired from
international organizations’ websites, such as
the World Health Organization, the United
States Food and Agriculture Administration,
and the European Center for Disease
Prevention and Control. However, the
researchers did not use standard quantitative
evaluation metrics such as BLEU, chrF++, or
TER to evaluate Google Translate’s output,
as commonly employed in machine
translation literature (refer to Section 3.2 for
more details on these metrics). Meanwhile,
the researchers claimed that semantic,
grammatical, lexical, and punctuation errors
in Google Translate’s output “inhibit the
intelligibility of the translated texts”
(Almahasees et al., 2021, p. 2065). However,
they failed to substantiate this claim through
surveys or interviews testing the
intelligibility of the translated texts among
end-users.  Additionally, none of the
examples in the researchers’ article indicated
any significant alterations in meaning that
could impact end-users’ understanding or
pose risks, in contrast to the examples
provided by Khoong et al. (2019) for
English-to-Spanish and English-to-Arabic
medical translations (refer to Section 1).

Ehab et al. (2019) tested Google
Translate to translate symptoms and side
effects extracted from English internal
medicine journal articles. The data against
which Google Translate was evaluated did
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not include complete sentences but rather
phrases such as 4,1l g&ial (lung congestion)
and N by JIs (Kidney impaired
functions). Google Translate achieved a
BLEU score of 0.51, which indicates high-
quality translation (see Section 3.2. for more
details on BLEU). Furthermore, the
researchers proved that when a medical
translation memory was used to enhance
Google Translate, the BLEU score increased
by about 0.1 points, rendering even better
translations. The researchers did not discuss
the mismatches between the reference
translations extracted from the Worldwide
Arabic Medical Translation Guide: Common
Medical Terms and Google Translate. They
did not discuss whether these mismatches
were actual errors or different styles. They
did not even discuss what aspects of
translation were improved when the medical
translation memory was added to Google
Translate.

Sharkas (2019) focused on translating
English package inserts into Arabic, not to
evaluate Google Translate, but to investigate
the underlying reasons for the low readability
and lay-friendliness of the translated package
inserts. Sharkas drew inspiration from
Jensen’s (2013) research on the lay-
friendliness of Danish package inserts
translated from English. Jensen found that the
Danish public was less likely to read package
inserts in Danish compared to their English
source texts, attributing this to translations
being more challenging to read and
excessively lengthy and complex, thus
deviating from the original goal of providing
easily accessible information. Sharkas did
not validate whether the Arabic-speaking
public found translated Arabic package
inserts more challenging to read than their
English counterparts. Instead, she presumed
this to be the case and investigated the
reasons directly. After analyzing 20
translated  package inserts,  Sharkas
concluded that the challenges in the
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readability and lay-friendliness of translated
Arabic package inserts might stem from
translators relying on medical dictionaries
like the Unified Medical Dictionary without
modification. For instance, the term ‘endemic
goiter’ was translated as ¢hsic 32 in the
dictionary and likewise in the package inserts
that Sharkas investigated. However, Sharkas
proposed amplifying it to 48 ,all sasll adas
oh il defining amplification as a translation
strategy involving the addition of words or
using descriptions to clarify a term. One
implication highlighted by Sharkas in her
study is that trainee translators, in particular,
should be informed about the impact of
medical terminology on the lay-friendliness
of package inserts. This awareness can guide
them to reduce complexity without
compromising translation accuracy. It may
involve adding explanations, especially when
a medical term is crucial for the proper
understanding and use of the medicine, even
if such explanations are not provided in the
source text.

My study reported in this paper
diverges from earlier research in several
aspects. First, unlike Almahasees et al.
(2021) and Ehab et al. (2019), | conducted a
comprehensive evaluation, encompassing
quantitative and qualitative analyses, as
detailed in the subsequent section. Second,
the evaluation focused on Google Translate’s
performance on complete  sentences,
distinguishing itself from the evaluation of
Ehab et al. (2019), which concentrated on
noun phrases. Finally, in contrast to Sharkas
(2019), I assessed machine translation rather
than human translation, employing a
significantly larger corpus of 50 package
inserts instead of 20.
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3. Methods
3.1. Data

As mentioned in Section 1, package
inserts or patient information leaflets are
documents in medication packages that offer
drug details. These details encompass drugs’
composition, intended effects, potential side
effects, recommended dosage, and guidance on
where to seek assistance in case of side effects.
Ornia (2016) describes package inserts as a
hybrid textual genre due to their utilization of
everyday language and medical jargon and
their dual purpose, serving expository and
instructive functions.

Four reasons prompted the choice of
package inserts as the focal point of this study.
First, they represent a medical textual genre,
aligning with the study’s focus on medical
translation. Second, the absence of prior
research on this textual genre underscores the
need to explore this area. Third, the availability
of official translations through the Saudi Food
and Drug Authority (SFDA) facilitated the
study’s accessibility to relevant materials.
Lastly, package inserts constitute a genre that
directly impacts the daily lives of ordinary
individuals.

A random selection of 50 package
inserts was collected from the SFDA website,
which hosts several English package inserts
accompanied by Arabic translations. The data
collection process went as follows: first, the
package inserts were collected in HTML
format from the SFDA website; second, the
HTML files were converted into text files using
Sotoor Al an artificial intelligence optical
character reader; third, the text files were
manually checked for typos; finally, the
English sentences and their Arabic translations
were manually aligned, creating bilingual
tables similar to Table 1. The statistics of the
final corpus are listed in Table 2.
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Table 1: A Sample Bilingual Table

Department of English

Source Text

Official Translations

This medicine contains methylprednisolone,
which belongs to a group of medicines called
steroids.

) i A O sl g b p die e s sall 138 (5 ging
5 il cand 453V (e de sana

Their full name is corticosteroids.

:\..1"_).-5:53\ Q\AJ}M\ 9a dc ganall s3] (LS e-m\j\

Corticosteroids are produced naturally in your
body and are important for many bodily
functions.

s Slasa 8 Lmph 5 geay 4y il il 5 i) i
ol il g (e aaall dega

Boosting your body with extra corticosteroids
such as Medrol can help if your body cannot
produce enough corticosteroids due to
problems with your adrenal glands (e.g.,
adrenal insufficiency).

O Jsde Jie i) (5 038 2 5 i o el (K41
Gline b COe (o Slililaal A 4y ) Clay gyl
(s BS ) geadl) Jia) iy 1<)

Corticosteroids can also help following
surgery (e.g., organ transplants), injuries, or
other stressful conditions.

Sl jall e Wagl 3y 880 il g pitad) aelod o (K
aal S cllay) s (slacl) del ) cllee Ji)
Al duad) 5 AY)

Table 2: Corpus Statistics

English Words

Arabic Words

Sentence Pairs Tokens Types

Tokens Types

6,966 84,165 9,720

80,630 14,780

Note: Word tokens refer to the total number of words in the texts, while word types refer to the
total number of unique (i.e., non-duplicate) words.

3.2. Quantitative Evaluation

Three quantitative metrics were used
in this study. The first is BLEU (bilingual
evaluation understudy; Post, 2008). The
second is chrF++ (character n-gram F-score;
Popovi¢, 2015). The last is TER (translation
edit rate; Snover et al., 2006).

BLEU is the most used quantitative
evaluation metric in machine translation
literature; it is an n-gram sequence-based
metric that counts the number of similar
words between machine and reference
translations while penalizing brevity (i.e., if
the machine translation is shorter than the
reference translation, the overall score is
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reduced). BLEU scores range from 0 to 1,
with 1 indicating a perfect similarity between
machine and reference translations.

One drawback of BLEU is that it does
not consider synonyms and word-order
alternations. This is especially problematic
for flexible word-order languages like
Arabic. Furthermore, it gives equal weights
to content and function words, so a
translation error in the verb predicate will be
penalized equally as a translation error in an
article or a preposition. That is why other
metrics should be used along with BLEU,
such as chrF++ (Popovi¢, 2015) and TER
(Snover et al., 2006).
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chrF++ (Popovi¢, 2015) operates at
the character and word levels. It measures
word-level similarity and gives partial credit
for morphologically similar words based on
the number of shared characters. For
instance, if «x (must) is translated as «as
(must) by a machine translation system, it
will still be given partial credit instead of
being completely penalized. Such a metric
can be beneficial for a morphologically rich
language like Arabic. The chrF++ scores
range from O to 100, with higher values
indicating closer matching between machine
and reference translations.

The TER (Snover et al., 2006) metric
estimates the work required to turn the
machine translation output into the reference
translation. Specifically, it quantifies the
number of edit operations (insert, delete,
substitute, shift) required to change the
machine translation output into the reference
translation. The metric can be interpreted as
the required post-editing effort since one
could manually carry out these edit
operations with a keyboard and a mouse
(O’Brien, 2011). TER score can be a value
between 0 and 1: the lower the score, the
better (i.e., the fewer edits are required).

| used the Python libraries Sacrebleu?
and PyTer® to compute BLEU and TER,
respectively. For chrF++, | used Popovic’s
(2015) code from GitHub* Quantitative
evaluation metrics are fast, free, objective,
and language-independent. However, they do
not provide insight into the types of errors
Google Translate generates. For that reason,
| combined quantitative and qualitative
evaluations.
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The last part of the quantitative
evaluation focused on addressing the third
research  question: whether disparities
observed between the output of Google
Translate and official translations could be
attributed to errors or were merely indicative
of stylistic variations. To investigate this, an
online survey was administered, wherein
participants were presented with sentences
and asked to determine whether the sentences
were generated by a machine system (see
Figure 1). The survey encompassed 75
sentences: 35 were generated by Google
Translate, while the remaining 40 were
extracted from the SFDA’s official
translations. The 35 sentences from the
output of Google Translate exhibited low
BLEU scores, falling within the range of 0.1
to 0.3. Furthermore, each sentence in the
survey comprised more than three words.

The survey started with demographic
inquiries, capturing participants’ ages,
Arabic language proficiency (whether it is
their mother tongue or a second language),
and their professions, categorizing them as
students, translators, English language
teachers, or others. The survey purpose was
intentionally undisclosed to participants,
aiming to prevent the influence of any
negative stereotypes about Google Translate
on their responses. Recognizing the
substantial time and mental effort required,
ranging from 20 to 30 minutes, the survey
adopted a game-like format (see Figure 1).
Utilizing Quizzizz, the design aimed to
enhance engagement, incorporating music
and random memes for added humor.
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Figure 1: A Screenshot from the Online Survey

9/78 Multiple Choice Participant’s view

Aaailal) GUEIAN o jaS ke g (A ) Ul B (sl (Shae Jale gb (19 g (Sl )18 g 00
JFigzas gali 3 LgS 5 jlal) 038

® Show answers

3.3. Qualitative Evaluation illustrated in Figure 2, assesses translation
based on two primary dimensions: accuracy
and fluency. Accuracy pertains to “how much
of the source content and meaning is retained
in the target text” (Tezcan et al., 2018, p.
222). Fluency addresses “the extent to which

For qualitative evaluation, | followed
Tezcan et al.’s (2018) translation error
typology known as SCATE (Smart
Computer-Aided Translation Environment)

to identify and categorize translation errors the translation flows well, regardless of

within a randomly selected sample of 760 f o
. sentence meaning” (Tezcan et al., 2018, p.
sentence pairs. All the sentences had BLEU 222) g7 ( P

scores ranging from 0.1 to 0.3. SCATE,

Figure 2: SCATE Translation Error Typology

Accuracy Errors Fluency Errors
Multi-Word Syntax
» Word Form Sam e
Addition Grammar Word Order
Extra Words E
. MisrgWords o
Omission Other
Untranslated
Non-existing or Foreign Word
Lexicon
| A -~ A 1T " Function Wore
Do-Not-Translate (DNT) tadM Cholos Content Word
Multi-Word Expressions
Part-Of-Speech . 57—
Fimt:maof: Word Sense Disambiguation Mistranslation
mCEion war Partial Translation SOt
- 2 Spelling Diacritics
Me 1anic ‘ﬂ Caphalization Other
Viechanic OrthOgraphy Punctuation
Other
Bilingual Terminology
Source Errors Multiple Errors
Other Other
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Tezcan et al. (2018) define several
error types under the accuracy dimension,
including addition, omission, mistranslation,
and bilingual terminology. Addition errors
refer to adding information in the target text
that was not originally presented in the source
text. Omission errors occur when information
from the source text is deleted from the target
text. Mistranslation errors mean that source
content is translated incorrectly; for example,
idiomatic expressions are translated literally;
the wrong meaning of an English polysemous
word is selected; numeric values are
incorrectly converted from imperial to metric
systems or vice versa; or quantities, dates,
and times are inconsistent between source
and target texts. Bilingual terminology errors
result from translating terms incorrectly or
inconsistently (i.e., when the same term is
translated in multiple ways within the same
document or across different documents
within the corpus).

Tezcan et al.’s (2018) fluency errors
include  grammatical, lexical,  and
orthographic errors. Grammatical errors
relate to incorrect subject-verb agreement,
pronoun-reference agreement, word forms,
word order, and tense usage. They also
include incorrect and missing function
words. Lexical errors relate to incorrect
lexical choices that violate target language
collocations. Orthographic errors relate to
spelling and punctuation.

4. Results and Discussion

Table 3 shows the BLEU, chrF++,
and TER scores achieved by Google
Translate. A BLEU score of 0.255, as
reported by Google Cloud (2024), indicates
clear meaning. This surpasses many scores
attained by Google Translate in translating
questions and answers from diagnostic
patient interviews from English into seven
other languages. Costa-Jussa et al. (2012)
reported the following BLEU scores for
translating 500 questions and answers from
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diagnostic patient interviews from English
into various languages: 0.24 into French, 0.2
into Portuguese, 0.26 into Spanish, 0.17 into
German, 0.13 into Russian, and 0.72 into
Basque. It is worth noting that attaining a
BLEU score of 1 is nearly impossible. Doshi
(2021) argues that a BLEU score within the
range of 0.6 to 0.7 represents the optimal
performance for a machine translation model;
scores outside this range might suggest
overfitting.

Table 3: Quantitative Evaluation Scores

BLEU chrF++ TER
0.255 51.13 0.597

However, the scores in Table 3 are
worse than those achieved by Google
Translate for translating other textual genres,
such as newspaper articles from English into
Arabic. For example, Kadaoui et al. (2023)
reported a BLEU score of 0.66, a chrF++
score of 78.97, and a TER score of 0.286.
Likewise, Moslem et al. (2023) reported a
BLEU score of 0.44, a chrF++ score of 62,
and a TER score of 0.58. The difference
between the good scores attained by Kadaoui
etal. (2023) and Moslem et al. (2023) and the
scores Google Translate achieved in this
study can be attributed to the abundance of
English-Arabic parallel corpora with billions
of words featuring general-purpose textual
genres such as newspaper articles in contrast
to the lack of large specialized English-
Arabic corpora that cover the medical
domain. Available corpora are either
comparable or monolingual. For example, the
comparable corpus of Moreno-Sandoval and
Campillos-Llanos (2013) contains Spanish,
Japanese, and Arabic biomedical articles
collected from several websites: Altibbi,
Alawsat, Youm7, and Alkhabar. There is also
the corpus of Boudjellal et al. (2020), which
contains 49,856 sentences on the Altibbi
website, yet it is a monolingual corpus.
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Another monolingual corpus of Arabic
medical texts is that of Abdelhay et al.
(2023), which comprises 430,000 Arabic
questions and answers distributed across 20
medical specializations extracted from the
Altibbi website. Finally, there is also a
monolingual corpus of 2,026 medical Arabic
tweets collected by Alayba et al. (2017).

Despite the clarity of meaning that a
BLEU score of 0.255 shows, the values of
BLEU, chrF++, and TER in Table 3 reveal
significant disparities between Google
Translate’s output and the official
translations on the SFDA website. The
question is whether these disparities signify

Table 4: The Distribution of Survey Responses

Department of English

errors or stylistic variations. The survey, as
detailed in Section 3.3, was taken by 33
individuals aged 18 and  above.
Approximately 91% (30 out of 33) of the
respondents were native Arabic speakers,
with the remaining participants being second-
language speakers. Regarding professional
backgrounds, the participants included 9
students, 9 translators, 6 teachers, and 9
individuals with various other occupations.
The accuracy rate was 46%, representing the
average frequency participants correctly
identified sentences originating from either
Google Translate or SFDA. Table 4 displays
the distribution of survey responses.

Google Translate Official Translation Can’t Discern

Participants who got it wrong 498

591 173

Participants who got it right 579

634 173

Utilizing the statistics presented in
Table 4, 1 conducted a chi-square test with a
significance p-value < 0.5 to assess the null
hypothesis, suggesting no association
between participants’ choices and the
translation source. The alternative hypothesis
posited an association between participants’
choices and the translation source. In simpler
terms, the test aimed to validate whether
participants could distinguish  between
sentences generated by Google Translate or
SFDA. The chi-square test results revealed a
value of 1.7986, yielding a p-value of
0.406853. Excluding the “can’t discern”

option, the chi-square value was 0.9246, with
a p-value of 0.336274. In either case, the
observed differences were statistically
insignificant, leading to the acceptance of the
null hypothesis. This implies that participants
could not confidently and consistently
determine whether the displayed sentences
originated from Google Translate or SFDA.
Further evidence supporting this conclusion
is apparent in the examples provided in
Tables 5 and 6. In Table 5, all the sentences
are generated by Google Translate, yet most
participants believed SFDA generated them.
In Table 6, it is the other way around.

Table 5: Sample Google Translate’s Sentences that Were Misperceived as SFDA Translations

Google Translate: 4l dles e selud Gf yulaill sda (L& (s

Participants who correctly identified Google Translate as the source: 10
Participants who mistakenly identified SFDA as the source: 20
Participants who opted out (i.e., chose “can’t discern”): 3
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SFDA Translation: 4l dles el a ¥ oda (s (yad

Google Translate: Guls aiall s izl 5 J slaadl G 13} V) 4wadins ¥

Participants who correctly identified Google Translate as the source: 9
Participants who mistakenly identified SFDA as the source: 20
Participants who opted out (i.e., chose “can’t discern”): 4

SFDA Translation: Gals eUazll (S 5 Gila J slaall (S 13 V) JlaainVly o3 Y

Google Translate: =i Jelédl s AT ddle sl f gala milal ) seda Jsf xie Gal gy ol Cpuall ol el Caldy) g
sl

Participants who correctly identified Google Translate as the source: 10
Participants who mistakenly identified SFDA as the source: 19
Participants who opted out (i.e., chose “can’t discern”): 4
SFDA Translation: b_é delétl 5 a1 dade i 5 gala ikl ) seda Il xie ol g i sl Cpal) el Gy cany
Tl

Table 6: Sample SFDA Translations that Were Misperceived as Google Translate Sentences

SFDA Translation: & ¢Sy (UiSaa @l (S5 o113 (815 ¢l eyl & e Al LSl aladin ooy
o sioall gl e 48 ylay W jpaat dday 55 AaDU L Lagy Wo ) Jost 5a) Ly H33 Aipma i g ko

Participants who correctly identified SFDA as the source: 9
Participants who mistakenly identified Google Translate as the source: 22
Participants who opted out (i.e., chose “can’t discern”): 2

Google Translate: s b & «Sasd (UiSan lld (K ol 13 celld pag ¢ Hll o b pumnall all aladiul i,
Sl o gl de it A8y play W yucan o) Ja iy A DA 8 U 5 30 () s B Ly J35 cAipea

SFDA Translation: i) & s2¥) (e 3SUL i) yay candall o s A 4y 50V e g J sl i€ 1) alas S

Participants who correctly identified SFDA as the source: 7
Participants who mistakenly identified Google Translate as the source: 23
Participants who opted out (i.e., chose “can’t discern”): 3
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Google Translate: s SUl <lid) o A cluda e 5y 388 G D 0¥ e Gl J bt i€ 1Y) ¢ guadll an g e

oS gl gl A el 3 pmay cana JS Jaad iy 50l 0

SFDA Translation: a8 b Sull g1l (ans Jead e 3538 axe (o lad il Coplall Jid (e < al 13)

Participants who correctly identified SFDA as the source: 10
Participants who mistakenly identified Google Translate as the source: 23
Participants who opted out (i.e., chose “can’t discern”): 0

Google Translate: el 138 Jsbii Ji luday Joail oy Sl pany Joad e 5o8 e elily clila & pual 1)

bl

The differences between Google
Translate’s output and SFDA official
translations are not always errors. The fact
that the participants could not clearly and
consistently  identify  whether  Google
Translate or SFDA generated a sentence
means that both versions of the sentence are
meaningful and sound natural to end-users.
This can also be seen in the examples in

In the 760 sentences | analyzed
following Tezcan et al.’s (2018) translation
error typology, 595 (78.4%) were error-free
despite being different from the official
translations. Table 7 shows some of those
sentences. As for those sentences with errors,
29.7% (49 out of 165) had accuracy errors.
None of the accuracy errors had to do with
addition or omission; instead, the errors were

Tables 5 and 6.

distributed as follows: 33 mistranslation

errors, 12

terminology errors,

and 5

untranslated words.

Table 7: Official Translations and Google Translate’s Output to Show that Differences Do not Always Indicate Errors

Source Text

Official Translations

Google Translate

If you are taking a medicine
containing nelfinavir (used for
HIV infection).

&cgﬁ&\jddjmc_\.\sh“
el 2 el Janin) il

L_A‘CL.E}SM g\})d}hﬁ&'_\:\sb;\
AlaY) el padineall) il

(Aol Ac ) (s (g gyl

Subacute cutaneous lupus
erythematosus (SCLE): Proton
pump inhibitors are associated
with very infrequent cases of
SCLE. If lesions occur,

especially in sun-exposed areas

salaldl 4d dalal) delaal) A5l
05554 Aduas Glagie Lag 3
Gadlaall 403 pe Tan 350l sy
Eigaa a8 calal) 4l Lalal)
Aal ghalic 8 dald (i

CailS 1) 5 ¢ puadl] dca paiall

salal) cans Aalal) deleall 4031
dime Gladic Lag 5i o (SCLE)
Z30 Cpo 525 ¥y ¢y gl
Eigan Alla i Galall dueleall
i yacal) 3hlial b Fali il
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of the skin, and if accompanied
by arthralgia, the patient should
seek medical help promptly and
the health care professional
should consider stopping this

medication.

e ing laie ol Ay paaan (il il e cang o ol
Iy 8 dndall saclual) bl i jall e cang g 8l e daudal) ac Lol
Laaall el atie e s (8 SE O dmaall Ale ) ilasl
)5l 138 Jlaninsd i g & il

Medicines that are used to thin
your blood, such as warfarin or

other vitamin K blockers.

cadll Lala cpa 448 5l Jariias’ 4 g0l

w@g&\)mbjiwjﬁ‘)\}\dl\

Jie caall Japuatl anais 3l 4y 5o
< el Ol puals sl 0 a1

GsAYd s AY

Remember to also mention any
other ill-effects like pain in your

joints.

GAY) daca el JEYI K3 Y
Jealiall 2YT - i

L BT ol S o Wyl S
aaliall A i (s a]

However, your doctor may give
you a further dose of 50 1U to
100 1U (0.5 to 1 mg) for every
kilogram of your body weight,

if necessary.

«ﬂ]@ﬁ@ﬁkd}éuﬂb@j

ie ja el ellaay 3 oalll g

SV Al 53808 5 50 (e ddlal de ja
(e 1 N 0.5) 45082325100
oy aladl auall () 35 (0 ol e SLS

5355 100 o)) 50 00 7 515 )
o LS UL (aae 1 1) 0.5) Al s

. . e a3 ) dlana 535 e

Some mistranslation errors were
significant as they could impact the
comprehension of package inserts. For
instance, in one medication, a listed side
effect was ‘aggression,” which Google
Translated as ‘clsae’ instead of ‘Al gae
Similarly, ‘hives’ was translated by Google
Translate as ‘d~ill L& ” which is not suitable
in this medical context and may lead patients
to overlook this side effect. In SFDA’s
official translation, ‘hives’ was rendered as
‘% and it can also be translated as
L), ‘als mika” or ¢ LIA IS e gals mida
Jaill.> Other mistranslation errors were less
critical. For example, ‘replace’ was translated
as ‘@=’ instead of ‘J~’ or ‘Jxiwl” which may
cause some confusion among patients but is
not life-threatening.

Volume 6, 2024

Some translations may be difficult to
comprehend when it comes to terminology
errors. For instance, ‘regurgitation’ was
translated by Google Translate as ‘ol
While this translation exists in certain
medical dictionaries like The Unified
Medical Dictionary by the World Health
Organization, it is unlikely to be understood
by the general public. It is better translated as
‘elail or ‘ol B gldl’ Additionally,
Google Translate sometimes exhibited
inconsistency when translating the same
term. For example, in the same package
insert, ‘STEMI (ST-segment Elevation
Myocardial Infarction)” was at times
translated as ‘-l dlac ¢Li3s) > while at other
times, it was left untranslated.

Accuracy errors remain relatively
small compared with fluency errors, as 126 of
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the 165 sentences (76.4%) had one or more
fluency errors. The most prevalent fluency
errors, accounting for 68 out of 126 instances,
were stylistic. These errors were associated
with verbose expressions, redundant phrases,
and repeated words. For example, Google
Translate used the lengthy expressions of
‘adll 315k e Jslae’ and ‘s @ Jslae’ instead of
‘ald’ to translate ‘syrup.’ Stylistic errors
also encompassed the inclusion of words and

Department of English

phrases that did not enhance the overall
meaning, such as the translation of ‘Treat
blood clots that are in your blood’ into  z3\e
elay 8 &8 Al ol cals > where the relative
clause ‘<l & &8 AP adds no new
information and would be better omitted.
Additionally, stylistic errors manifested in
the unnecessary repetition of words (refer to
Table 8).

Table 8: Examples of Unnecessarily Repeated Words in Google Translate’s Output

Source Text Official Translation Google Translate

ENOXA is usually given by injection oo LSl slhe) aby lasale (5 5k oo Sale LS5l slhae) o)

underneath the skin (subcutaneous). Al cat aall gayh (alad) sty alad) st @al)
feeling sick (nausea) Ol 5 a ally ) g2l () ol ) il
The National Pharmacovigilance and Laall ida gl 3S all sl Jagall Jila gl 5Kyl

Drug Safety Center (NPC) A gall Al (NPC) 4 sall ddlll

Note: unnecessarily repeated words are underlined

After stylistic errors, lexical errors
emerged as the second most frequent fluency
issues, featuring 22 unnatural or uncommon
collocations. For instance, ‘crush the
capsules’ was translated as ‘¥ gueSll Gaus?
rather than the more natural collocation
‘@Y sl oaki’ Similarly, the phrase ‘as
advised by your doctor’ was rendered as
‘Cunhall dawai s’ though more naturally
fitting collocations would be © <ladad s
Guhall” or ‘caphll @lill )l s ” Additionally,
‘a clear solution’ was translated as ¢ Jsls
z=ls,” not as ‘iba Jslas.’

Grammatical fluency errors ranked
third and were distributed as follows: 22
word-form errors, 8 function word errors, and
4 agreement errors. Word form errors were
clear in lists such as Table 9. The list
illustrated instructions on self-injection.
Ideally, each new item on the list should start
with the same word form. However, Google
Translate correctly used the imperative verb
forms for the first and third instructions on
the list but used a noun form for the second
instruction.

Table 9: An Example of Inconsistent Word Forms Rendered by Google Translate in Lists

Source Text

Official Translation

Google Translate

Carefully pull off the needle cap

from the syringe.

Agliay 5 Y| ellae

(e :Qhu Eﬁy\ gU::.i: g._\;u\
.w,.. X\ &4 .~’... n

Throw away the cap.

ezl (KYPR) =)
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Do not press on the plunger before
injecting yourself to get rid of air
bubbles.

Qid.ﬁua,\&d\ulcm\]
Alelsd o alinill eluds (@t o) gell Chlelad e (aldill el

Gis Jd peSall e Lt Y

el el

5. Limitations of the Study

No information is available on the
methods used to generate the SFDA’s
translations, whether the package inserts
were manually translated from scratch or
initially generated by a machine translation
system and then post-edited. Similarly,
SFDA’s website does not provide details
about the guidelines for translation or post-
editing. The lack of clarity regarding the
process for generating the SFDA’s
translations may raise questions about using
them as a benchmark for evaluating Google
Translate.  Nevertheless, the SFDA’s
translations remain one of the few publicly
accessible resources that offer translations for
medical documents. As the SFDA is an
official organization in the Kingdom of Saudi
Arabia, where Arabic is the primary language
with approximately 18 million native
speakers (Saudi Census, 2022), these
translations can still be considered official
and serve as a reference. If other resources
providing translations for medical documents
in English and Arabic become available, the
study could be replicated to ensure that the
conclusions drawn are accurate and
generalizable.

6. Conclusion and Implications

This study quantitatively and
qualitatively analyzed Google Translate’s
output against the official SFDA translations
in 50 package inserts translated from English
into Arabic. The analysis showed that on a
statistical level, the translations of Google
Translate were understandable, and the

Volume 6, 2024

meanings were clear. However, it also
showed that Google Translate’s output
differed from official translations. The
qualitative analysis showed that not all
differences indicated errors; in the survey,
end-users managed to differentiate between
official and machine translations with an
accuracy rate of only 46%. Furthermore,
looking into 760 random sentences, only
21.7% of the sentences were identified as
containing errors, and out of those sentences,
most errors were fluency-related rather than
accuracy-related. Such fluency errors make
the translations sound weird or unnatural or
do not read very smoothly, but they do not
pose risks to end-users; they do not alter
meanings or omit crucial information.

The results of this study contribute to
dispelling stereotypes surrounding machine
translation in the medical field, at least as far
as package inserts are concerned. Accepting
that Google Translate does not pose serious
risks and that its output might be different yet
still correct can help translators move
forward by encompassing it into their
workflow. They might adapt it to the textual
genres they work on using options like
Google AutoML and openly offer Google
Translate and post-editing as a cost-effective
option for their clientele.

Notes

L https://sotoor.ai/en/home

2 https://huggingface.co/spaces/evaluate-
metric/sacrebleu

3 https://pypi.org/project/pyter/

4 https://github.com/m-popovic/chrF
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